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THE DEMAND FOR GENERAL HOSPITAL FACILITIES: A PRINCIPAL COMPONENTS ANALYSIS 

Gerald Rosenthal - Harvard University 

In an earlier study,1 the use of general 
hospital facilities and its components, the ad- 
missions rate and the average length of stay in 
terms of patient -days per 1000 population were 
expressed as a function of the influence of the 
following social, demographic and economic 
characteristics: 

X1 Price 

X2 Income 

X 
3 

X4 Insurance 

X5 Age 

X 
6 

Average 2 -bed room rate 

incomes over $5999 

incomes under $2000 

hospital insurance cover- 
age 

over 64 years of age 

under 15 years of age 

X7 Marital Status % Females 14 and over who 
are married 

14 years and over that is 
male 

residing in urban area 

25 years and over with 13 
or more years of education 

non -white 

Population per dwelling unit 

X8 Sex 

X9 Urbanization 

Xi0 Education 

X11 Race 

X12 Family size 

The relationship was estimated by means of a 
cross -sectional multiple regression analysis 
with the individual states in the Continental 
United States as units of observation.2 The 
model was estimated for the census years 1950 
and 1960 and displayed corrected multiple corre- 
lation coefficients (R2's) of .7195 and .6832 
respectively for patient--days per 1000 popula- 
tion. The model proved to be quite useful for 
the purposes of the study, but certain difficul- 
ties arise in the use of twelve characteristics. 
An ultimate goal of this research is to develop 
time -series analyses. Since there are few data 
prior to 1948, it seems unlikely that a period 
greater than 15 or 16 years can be used. This 
limitation on observations places a high premium 
on reducing the dimensionality of the model. In 
addition, there is considerable evidence that 
many of the twelve characteristics in the origi- 
nal model are collinear and reflect similar in- 

fluences. To the extent that this statistical 
redundancy can be reduced, the model can be both 
statistically and conceptually more useful. 

This investigation was supported by Public 
Health Service Research Grant HM00302 from The 
Division of Hospital and Medical Facilities. 

1. Rosenthal, Gerald, The Demand for General 
Hospital Facilities, American Hospital 
Association Monograph Series No. 14. 

2. District of Columbia, Maryland and Virginia 
were aggregated into a single unit leaving 
47 observations. The correlation matrix 
for all variables is presented in Appendix 
1. 

Derivation of Independent Influences 

In the current paper a procedure is es- 

tablished whereby interrelated characteristics 
can be grouped into sets of independent in- 

fluences on hospital utilization. The procedure 

used is principal components analysis. By means 
of this statistical technique, it is possible 
to derive a set of linear combinations of the 

twelve variables, each of which is independent 

of the other. Each of the combinations is 
known as a principal component. Each component 

will reflect, to some degree, all of the twelve 
variables. However, the degree to which in- 

dividual variables will be associated with each 
component will differ significantly. 

The first step is to ascertain how much of 
the total variation in the original twelve varia- 
bles can be explained by each principal compo- 
nent. If there are fewer than twelve independent 

influences and it is possible to represent each 

independent influence by a single variable, a 

basis is provided for the development of a 

smaller and more meaningful model. The percent- 

age of variation in the original twelve variables 
which is explained by each principal component 
is presented for the years 1950 and 1960 in 

Table 1. In each case the principal components 

are listed in order of the percentage of total 

variation they explain. In both years 4 or 5 

principal components explain approximately 90% of 

the variation in the twelve variables as a whole. 

Interpretation of Independent Influences 

After the principal components have been 
derived, one can examine the degree to which 
each of the components is related to each of 
the twelve original variables. These relation- 
ships provide the basis for ascribing meaningful 
interpretations to the statistically- created 
principal components. This is done by correlat- 
ing the observations for each variable with the 
statistically- created observations for each prin- 
cipal component. The correlation coefficients 
measuring the relationships between each prin- 
cipal component and each of the original varia- 
bles are known as factor loadings. They repre- 
sent the degree to which each individual charac- 
teristic is embodied in the general influence 
represented by each principal component. The 
factor loadings for each variable in each of the 
seven principal components are also presented in 
Table 1. 

The factor loadings show that in each prim - 
cipal component certain of the original twelve 
variables have much higher factor loadings than 
others. This, then, suggests a way of distribut- 
ing the original twelve variables into the basic 
independent influences with which they are most 
closely related. When this is done, it becomes 
possible to ascertain whether any meaningful in- 

terpretation can be given to these principal 
components. 



85 

Table 1 

FACTOR LOADINGS AND VARIATION EXPLAINED OF TWELVE ORIGINAL 
VARIABLES ON PRINCIPAL COMPONENTS 1950 and 1960 

Variation 
Explained 
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1 

2 

3 

4 

5 

6 

7 

8 

9 

10 

11 

12 

Cumulative 

Individual 

Cumulative 

Individual 

1 

48.33 

48.33 

-.7893 

-.8208 

.8940 

-.7277 

-.5667 

.8956 

.1818 

.0207 

-.8364 

-.4514 

.7139 

.7776 

43.41 

43.41 

.8626 

.8612 

-.8743 

.6675 

.3573 

-.6734 

.0621 

.0406 

.7463 

.4872 

-.7126 

-.7904 

2 

73.04 

24.71 

-.0833 

.2156 

-.2262 

--.4987 

-.2837 

.2496 

.8814 

.9427 

-.2416 

.7300 

-.3045 

-.3456 

69.12 

25.71 

.0242 

.2451 

-.2383 

-.4882 

-.6036 

.5932 

.8520 

.8574 

.0109 

.7172 

.1739 

.0866 

1950 

3 

83.68 

10.64 

.2934 

.3804 

-.1684 

.1379 

-.7527 

.1765 

.0208 

-.0256 

.3638 

.0590 

.3976 

.3263 

1960 

81.88 

12.76 

.1985 

.3535 

.2048 

.0820 

-.6529 

.1912 

-.2876 

.3607 

.4909 

-.0215 

.4636 

.4307 

4 

89.07 

5.39 

-.2090 

.0893 

-.2985 

.2130 

-.0622 

.1634 

-.2090 

.1432 

-.1922 

-.0719 

-.4248 

.3775 

88.39 

6.51 

.0325 

.0554 

.2320 

.3956 

-.0157 

.2761 

-.1833 

.0824 

-.3653 

-.0878 

-.3953 

.3917 

5 

93.10 

4.03 

-.3272 

.2260 

-.0348 

.1728 

-.0206 

-.1676 

.2839 

.0801 

.0086 

-.3936 

.1138 

-.1061 

92.18 

3.79 

.2610 

-.1258 

.1423 

-.2234 

.1321 

.1354 

-.3402 

-.0510 

.0303 

.3586 

-.1100 

.0652 

6 

95.39 

2.29 

-.3281 

-.0516 

.0266 

.1742 

-.0255 

.0690 

-.0019 

-.1423 

.1400 

.2888 

.0347 

-.0625 

94.91 

2.73 

.3368 

-.0233 

.0570 

-.0392 

-.1402 

-.1606 

-.1004 

.2901 

-.1454 

-.1931 

.1053 

-.0243 

7 

97.17 

1.78 

-.1477 

.2323 

.0092 

-.2384 

.0362 

-.1381 

-.2102 

.0342 

-.0168 

.0756 

.0850 

.0431 

96.83 

1.92 

.0443 

.0335 

-.1080 

-.2930 

.0525 

.0363 

.0256 

-.0534 

.1083 

-.2583 

-.1964 

.0682 
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The most important variables in the first 

principal component in both 1950 and 1960 are 

the economic variables. In 1950, however, more 

of the original twelve variables showed up 

strongly in this first factor. The proportion 

of population under 15 is not directly an 
economic variable, but can perhaps be interpre- 

ted as indicative of economic ability to raise 

a family. The low income, urban, high income, 

and price variables, all of which reflect 

economic conditions, show up quite strongly in 

the first principal component. The two income 

variables and the price variable also show up 

strongly in the first component in 1960. It 

seems quite evident that this principal compo - 

nent represents the influence of the general 

level of economic prosperity, or, perhaps, the 

ability to pay. 

In both years marital status, the sex dis- 

tribution, education, and the proportion of 

aged in the population appear to be very unim- 
portant in the first principal component. How- 

ever, in the second principal component, the sex 

distribution and narital status show much higher 

factor loadings than do any of the other varia- 

bles in both years. In the third principal com- 

ponent, both sex and marital status show little 

association. The aged variable, a variable 
which shows little relative association with 

the other principal components, is most highly 

associated with this factor. This suggests 

that the influence of the proportion of popula- 

tia165 and over is largely independent of both 

the sex -marital status factor and the economic 

prosperity factor.3 

In the fourth factor, race and population 

per dwelling unit seem to be fairly highly as- 

sociated in both 1950 and 1960, though in 1960 

both the urban -rural distribution and insurance 

coverage are much more highly associated than 

in 1950. In the original study, however, the 

significance of the insurance coverage variable 

was considered to be quite different in 1950 

and 1960 because of differences in benefit 
levels. It is possible that it can be inter- 

preted as being a different variable in each 

year. In 1950, the proportion of population 
with incomes under $2000 also shows up in this 

factor. This combination of characteristics 
might be interpreted as representing the 
"crowdedness" of housing since both the popula- 
tioaper dwelling unit and the urban -rural dis- 

tribution as well as the low- income measure re- 

flect this influence. The influence of the in- 

surance variable in 1960 is difficult to ac- 

count for. 

In the fifth principal component, the 

level of education seems to show the highest as- 

sociation. At this point, however, the degree 

of association between the variables and the 
principal components is rather small and 

3. This finding also suggests that the present 
model is more meaningful than the original 
12- variable models, which yielded results 

showing no significant influence for this 
factor. 

differentiation among various characteristics 
are relatively insignificant. 

The analysis suggests that there are 4 or 
5 independent influences which might be related 
to the utilization of short -term general hospi- 
tals: a general economic prosperity factor, a 
sex -marital status factor,4 an aged factor, a 
housing factor, and possibly an education factor. 

A New Model of Hospital Utilization 

The principal components analysis made it 

possible to express the total variation of the 
twelve variables as a set of four or five basic 
influences. These independent influences, or 
factors, provided the basis upon which a new 
model of hospital utilization could be developed. 
Two aspects of the factors merit attention. 
First, the individual principal components pro- 
vide a basis for ranking the influences in the 
order of their importance and second, the fac- 
tor loadings within each principal component 
provide a basis for selection of individual 
characteristics which can then be used to rep 
resent the factor in an analytic model. A 
model which says that the utilization of short - 
term general hospitals is a function of the 
first, second, third, fourth, and fifth influ- 
ences is desired. Since these influences are 

statistical creations, however, they cannot be 

measured directly. Thus it is necessary to rep- 
resent these influences by a single variable 
selected from among the variables associated 
with each principal component. 

For the first, third, and fifth variables, 
the selection was fairly straightforward. In 

general, the variables with the highest factor 
loadings also satisfied the requirement of being 
meaningful on a priori grounds. For the first 
variable, the low income measure was used, a 
priori reasoning serving to eliminate the pro- 
portion of population under 15 years of age from 
consideration.5 For the third and fifth fac- 
tors, the aged variable and the education vari- 
able were used respectively. 

For the second and fourth variables, an ex- 
perimental criterion was added. The marital 
status variable was, in all cases, preferable to 
the sex variable for the second principal com- 
ponent, both on grounds of a priori reasoning 

4. In the original study it was suggested that 
the marital status variable and, more ten- 
uously, the sex variable were indicators 
whether a household existed in which an in- 
dividual could receive some degree of medical 

care without consuming hospital facilities. 
To the extent that this reasoning holds, this 
influence could be characterized as an al- 
ternative-to- hospitalization factor. 

5. Some valid objections were raised concerning 
the desirability of using a fixed -dollar cut- 
off for income in two different time periods. 
However, the results using per capita income 
or median income do not differ significantly 
from the results obtained here. 



and statistical stability. For the fourth vari- 
able, the urban -rural measure was selected. Even 
though it had a lower factor loading in 1950 it 
showed more consistent statistical behavior. 6 

The case for using population per dwelling unit 
also had appeal although it seemed to reflect an 
influence similar to the marital status. The ar- 
bitrary selection here is primarily in the in- 
terests of brevity. The race variable proved 
of no usefulness while the insurance variable 
merits some special, and more detailed attention, 

The results of the new regression analyses, 
using only five variables, are presented in 
Table 2. As in the original analysis, these are 
cross -section linear multiple regressions ex- 
pressing patient -days per 1000 population in 
short -term general hospitals and its components, 
admissions per 1000 population and average length 
of stay, as a function of the five selected in- 
dependent variables. 

Evaluation of Statistical Results 

A comparison of the statistical results ob- 
tained using the four -and five -variable models 
with the results obtained using a twelve- variable 
model is the first way of evaluating the perfor- 
mance of the new models. The basis for compari- 
son is the efficiency of prediction of the mod- 
els; that is, the amount of total variation in 
hospital utilization which is "explaied" by the 
model as presented by the corrected 114's ob- 
tained in the original study for 1950 and 1960 
which are presented in Table 3. 

Table 3 

Original Twelve- Variable Models Corrected 
Multiple Correlation Coefficients 

1950 1960 
Patient -Days per 1000 population .7195 .6832 
Admissions per 1000 population .3742 .5693 
Average length of stay .6348 .7097 

It is evident that the models using fewer varia- 
bles do not "predict" as well as did the twelve - 
variable model. However, the degree of loss is 

not so great as to render the five -variable 
models statistically unsatisfactory. In 1950, 
the smaller model showed a R2 corrected close to 
.6 which is certainly significant and indicates 
a relatively high degree of prediction. As will 
be discussed later, ability of the model to pre- 
dict patient -days per thousand was significantly 
lower for 1960, although its ability to predict 
the admissions rate and the average length of 
stay was similar for both 1950 and 1960. It 
seems reasonable to suggest that, even though 
the estimating equations do not perform as well 
as the original model, they have sufficiently 

6. Professor Rothenberg has suggested, rightly, 
that the urban variable has a significant 
potential for reflecting supply conditions 
and is, therefore, a poor choice for a demand 
equation. This observation alters the merits 
of the variables and makes population per 
dwelling unit a preferable variable for this 
analysis. 
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high multiple R2's to serve as a base upon which 
to estimate utilization. Far more important is 

the indication that the degree of multi- collin- 
earity among the variables has been reduced,and, 
in turn, that coincidently the statistical 
problems associated with this multi -collinearity 
have also been reduced (but not eliminated).7 

If estimation were the sole desideratum, it 

would be possible to create a model using five 
of the twelve original variables which would 

have a higher multiple R2 than do the models 

that have been presented here. Such models were 

estimated by selecting, from the twelve original 

variables, the five variables which, for each 

dependent variable, would yield the highest R2. 
The variables were selected in order of their 
contribution to the R2. The most highly cor- 
related variable was taken first, and then, of 

those that were left, the next most significant 

variable, and so on. The results of this exer- 

cise are presented in Table 4 and compared to the 

earlier results in Table 5. The purpose of this 

experiment was to evaluate the degree of "pre- 
diction" loss incurred by insisting on a more 
meaningful selection of variables. 

Table 5 

Comparison of Corrected R2's- 

Two Alternative Estimating Procedures 

Principal Components 
1950 1960 

Pat.Days /1000 .5838 .3901 

Adm. /1000 .3106 .3678 

Length of Stay .5409 .5736 

Maximum "Prediction" 
1950 1960 

Pat.Days /1000 .6043 .6182 

Adm. /1000 .3669 .3846 

Length of Stay .6334 .6888 

For the 1950 estimates, no housing varia- 

bles showed up in the patient -days per 1000 

population model, no education variable showed 
up in the length of stay model. In the latter 

case, proportion of population under 15 years of 
age did appear to be strongly related. This var- 

iable is highly associated with the economic 
variables. For 1960 none of the models included 

the aged variable or an education variable. 

There is considerable difference between these 

two statistical approaches with respect to the 
actual variables used in the estimating process. 

However, with the exception of the 1960 estimates 

for patient -days per 1000, the principal compo- 
nentmodels do not perform significantly worse 

than the maximum prediction models. The cost of 

using consistent and meaningful models of utili- 

zation based on sound a priori analysis is not, 

7. Obviously, collinearity is only removed if 

the principal components are used to estimate 
demand. However, this requires all 12 varia- 

bles. The 5 variable models are a compromise 

and contain some collinearity, albeit less 

than the original. 



Table 2 

Regression Estimates - Principal Components Models 

1950 

Patient Days per 1000 Population 2 2 

Constant Income Marital Aged Educ R R Corr. 

2574.19 -11.87 ( -3.75) -24.73 ( -2.63) 42.26 (2 74) -3.94 ( -2.06 23.13 (2.53) 6369 .5838 

Admissions per 1000 Population 

146.90 -1.24 ( -2.26) .04 (.02) 3.60 (1.35) -1.00 ( -3.03) 3.20 (2.03) .3986 .3106 

Average Length of Stay 

21.42 -.04 ( -1.46) -.22 ( -2.99) .12 (.98) .03 (2.14) -.01 ( -.14) .5995 .5409 

1960 

Patient Days per 1000 Population 

2950.20 -17.21 ( -4.08) -24.48 ( -2.30) 33.61 (2.64) -4.66 ( -2.55) 2.15 (.27) .4680 .3901 

Admissions per 1000 Population 

213.86 -1.50 ( -3.36) -.39 ( -.34) 2.28 (1.69) -.97 (5.03) 1.27 (1.51) .4485 .3678 

Average Length of Stay 

18.30 -.06 ( -3.07) -.16 ( -3.27) .12 (2.06) .02 (2.06) -.06 ( -1.53) .6280 .5736 

Table 4 

Regression Estimates - Maximum "Prediction" Models 

1950 

Y1 - 75 - 6.9X3 ( -2.9) + 50.6X5 (3.4) + 14.1X10 (1.5) - 36.8X7 ( -3.2) + 62.4X8 (2.6) 

2 

R Corr. 
.6043 

Y2 -690.0 + 19.1X8 (4.1) + 10.0X5 (2.8) - 3.0X7 (-1.5) + 1.2X11 (1.7) - .8X3 (-1.5) .3669 

Y3 51.5 - .19X6 (-1.7) - .38X7 (-3.6) - .49X5 (-2.9) - .03X11 (-1.5) - 2.6X12 (-1.5) .6334 

1960 

Y1 -1475.7 + 9.8X4 (5.9) + 134.1X8 (5.3) - 52.8X (-4.5) - 20.1X (-3.5) - 287.4X (-2.7) .6182 
1 12 

Y2 296.7 - .43X11 (-1.3) - .80X9 (-3.4) - 1.45X3 (-2.4) - 1.29X1 (-1.4) - 16.02X12 (-1.1) .3846 

8.69 + .03X (3.7) - .11X (-2.3) - .18X (-3.1) + .02X (2.4) + .22X (1.7) .6888 Y3 
4 6 7 9 8 

where: Y1 Pat. Days /1000 X1 Price X7 = Marital Status X12 Pop %DU 

Y2 
Admissions /1000 X 

3 
Lo Income X Sex 

8 

Y Average Length of Stay X4 Insurance X9 Urban 

3 
X5 Age 65+ X10 

Education 

X = Age 15- 
X11 = Race 



in this case, very great.8 The primary purpose 
of this analysis is to provide some insight in- 
to the factors which influence hospital utiliza- 
tion and to find a form in which this knowledge 
can be used to "predict" utilization. The pro- 
cedure described in this report has the advan- 
tage of providing this meaningful form. 

Some Observations On the Variables 

The analytic results for the first variable 
indicate that, in a statistical sense, the low 
income variable performs well.9 In both 1950 
and 1960 it is significant in almost all cases. 
There is, however, one interesting point. The 
first principal component represented something 
over 407 of the total variation in the twelve 
original variables, and the degree of associat- 
ion between the low income variable and the 
first principal component was quite high in both 
years. The degree of explanation contained in 
that variable, however, was much lower in 1960 
than it was in 1950. Thus, to the extent that 
the first variable represents the ability to pay 
component, it can be said that the ability to 
pay was a less important determinant of overall 
hospital utilization in 1960 than it was in 1950. 

This is true in spite of the fact that the 
ability to pay factor was almost as strongly rep- 
resented in the twelve variables in 1960 as it 
was in 1950. This could lead to the conclusion 
that by 1960 there were other factors, not rep- 
resented in the original twelve variables, 
which had begun to show a significant associa- 
tion with hospital utilization. This would sug- 
gest that the specification of the model must 
be changed and that new characteristics reflect- 
ing influences not now contained in the model 
must be incorporated into it. Although this 
type of change may arise from many circumstances, 
conceivably the explanation is that the organi- 
zational structure of medical care has become a 
more important determinant of the utilization of 
short -term hospitals than it was in the past. 

There is, however, another explanation sug- 
gested by the data. In 1960, the first princi- 
pal component no longer represented all of the 
ability to pay influence. The insurance varia- 
ble, which is included in the fourth principal 
component, appeared to be an independent in- 
fluence in 1960. It is possible that both an 
insurance and a housing variable should be in- 
corporated in tue prediction mode1.10 This hy- 
pothesis is corroborated by the fact that in the 
maximum prediction models for 1960, the insur- 
ance variable was the first chosen for both 
patient -days per 1000 and average length of 
stay. It did not appear in the admissions rate 

8. The corrected R2's are still significant,al- 
though less of the variation in demand is ex- 
plained. 

9. See Footnote 5. 
lu.Subsequent analyses indicate that this is 

true. 
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models. In 1950, it was not of any significance. 
In the maximum prediction models, the 1960 esti- 
mates had higher R2's, relative to 1950, for all 

utilization measures. This suggests that the 
twelve original variables do contain the same ex- 
planatory value but that the structure of their 
relationship to utilization has changed during 
the 10 year period. 

Both of these hypotheses require additional 
analysis before the degree to which each can be 
considered a realistic interpretation of the 
true circumstances can be determined. When the 
time series analyses are developed, it is hoped 
that individual geographic areas can be separ- 

atedinto groups roughly similar in organization 
of medical care and that the relationship bet- 
ween hospital utilization and an area's charac- 
teristics can be examined more explicitly. The 
differences between 1950 and 1960 may reflect 
changes in types of practice rather than differ- 
ent responses to the same types of organization. 
This suggestion is appealing on a priori grounds, 
but must be subjected to empirical investigation. 

The marital status variable, in general, 
shows a positive association to admission rates, 
which reflects the impact of child bearing, and 
a negative association with the average length 
of stay, in part because the average length of 
stay for obstetrical admissions is shorter than 
that for all admissions. To the extent that 
higher obstetrical admissions yield an increase 
in the number of admissions of shorter duration, 
the average length of stay should be diminished. 

Even though the association of marital sta- 
tus with each of the sub -components of utiliza- 
tion is consistent with the impact of child- 
bearing, the overall association of marital sta- 
tus with patient -days per thousand is negative. 
This suggests that while an increase in the pro- 
portion of the population that is married adds 
to utilization by increasing child- bearing, some 
other influence, associated with marital status, 
functions in the opposite direction because the 
overall net effect is a lowering of utilization. 
Since we know that the negative influence oper- 
atesprimarily through lowering length of stay, 
our analysis suggests that a tentative descrip- 
tion of the second factor as representing the 
existence of a substitute for hospital services 
might not be unreasonable. The existence of a 
household may permit shorter hospital stays by 
providing a form of convalescent facility out- 

side of the hospital. 

In almost all cases, the proportion of popu- 
lation 65 and over had a positive association 
with utilization. It is interesting to note that 
in most cases the association was more strongly 
operative through the admissions rate than 
through the length of stay. This suggests that 
the total incidence of all disease among the 

aged is more important in affecting total utili- 
zation than the fact that the disease mix is 
more heavily chronic than for other age groups. 
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This latter circumstance would serve to increase 
the average length of stay rather than the ad- 
missions rate while the higher incidence of all 
disease would be reflected in the admissions 
rate. There is some indication that the influ- 

ence of the proportion of aged on hospital util- 
ization was greater in 1960 than in 1950. This 
may stem in part from the dilution over the ten - 
year period of the impact of economic circum- 
stances. Since there is some basis for assum- 
ing that the physiological requirements for 
hospitalization are greater for the aged, the 
results suggest that technical rather than 
economic influences are becoming relatively more 
important in determining hospital utilization. 

The impact of the urban -rural distribution 
appears primarily in a reduction in the admiss- 
ions rate which more than offsets the signifi- 
cant, but quantitatively less important, posi- 
tive association with the average length of 
stay.11 In this case the negative association 
with admissions rate might suggest that the ur- 
ban -rural distribution reflects proximity to 
medical care outside of the hospital. Heavily 
urban areas are likely to have a greater array 
of substitutes for hospitalization. The be- 
havior of the urban -rural distribution seems to 
support this interpretation. Its positive as- 
sociation with the average length of stay might 
indicate that those who go to the hospital are 
sicker, since less ill patients utilize other 
sources of medical care, and therefore remain 
in the hospital longer. It should be noted that 
this interpretation differs considerably from 
the usual hypothesized relationship between hos- 
pital utilization and the urban -rural distribu- 

tion. In general, it is held that in a more 
rural area there will be a higher length of stay 
since the length of time needed to reach the 
facility makes it unlikely that two short stays 
will be used when one single long stay may pro- 
vide the desired medical services. 

The results with respect to the education 
variable are quite different from those obtained 
in the original models and they provide an ex- 
cellent demonstration of the advantages of 
limiting the interrelationships among the data. 
In most cases education has a positive associa- 
tion with the admissions rate and a negative as- 
sociation (insignificant in 1950) with the aver- 
age length of stay. To the extent that the 
educational level measures the ability to per- 
ceive illness and to seek medical care, these 
findings are quite consistent. This would in- 
dicate that a higher level of education indi- 
cates a population group likely to seek care 
more frequently, and that the net result of this 
early medical treatment may be a reduction in 
the severity of illness, indicated by the re- 
duced length of stay in 1960. 

Another observation might be made with re- 
gard to the impact of the educational level 
variable. Some people have suggested that the 
increase in the admissions rate which stems 
from awareness and perception of the usefulness 

11. See Footnote 6. 

of early entrance into the hospital ought to be 
compensated for by diminution in the length of 
stay. The evidence gathered here indicates that 
the net effect of a high level of education, 
given other characteristics, is an increase in 
total utilization as measured by patient -days 
per thousand. This finding is consistent with 
what might be called an increasing propensity to 
consume care, and it has been suggested by at 
least one researcher in this area that constant 
exposure to medical attention will, in the long 
run, merely result in the finding of more 
disease rather than in an overall diminution in 

the amount of medical care that is required. 

Admissions Rate Influences Vs.Length of Stay 
Influences 

One significant feature of this analysis is 

the demonstration of the differing impact of the 
various influences on the two components of hos- 
pital use. These influences were summarized 
rather briefly as the ability to pay or the 
economic circumstances, the existence of a fam- 
ily, the impact of the aged, the degree of 
crowdedness in housing, and finally the level of 

education. Two of these factors seem to have a 
highly significant positive association with the 
admissions rate. These factors, the proportion 
of the aged and the educational level, apparently 
represent, respectively, technical requirements 
for medical care and perceptions of the desir- 
ability of medical care. Two other factors, the 
existence of a family and the degree of crowded - 
ness, each of which reflect the availability of a 
substitute for hospital utilization, operate 
mainly on the average length of stay. These fac- 
tors, while not necessarily significantly affect- 
ing the likelihood that a patient will go to the 
hospital do affect the length of time he is 
likely to remain. The impact of the income vari- 
able, or the ability to pay measure, is apparent 
in both these aspects of hospital utilization, 
but significantly less so in 1960 than in 1950.12 

In an effort to test the hypothesis that 
certain influences operate by affecting the ad- 
missions rate and that others operate by affect- 
ing the length of stay, one additional experiment 
was attempted. In the regression analysis that 
has been presented the order for introducing the 
variables was determined by the degree to which 
the principal component that they represented re- 
flected the total variation of all twelve varia- 
bles from which they were selected. Another set 
of relationships was derived statistically in an 
attempt to determine experimentally which varia- 
bles showed up most strongly in the admissions 
rate equations and which variables showed up more 
strongly in the average length of stay equations. 
In each case the five variables were identical to 
those which had been chosen on the basis of the 

principal components analysis. However, the com- 
putation of these regression relationships was 

executed in such a way that each variable would 
be selected in order of its contribution to the 

12. The insurance variable, however, is associ- 
ated almost entirely, and positively, with 
the length of stay. 



R2. In one case, the dependent variable was ad- 
missions per thousand and in the other the de- 
pendent variable was the average length of stay. 

The variables showing up most strongly in 

the average length of stay for 1950 were urban - 
rural proportion, marital status, and income, 
with education and age contributing least to 

the "prediction" ability of the relationship. 
For the admissions rate, on the other hand, the 
variable with the largest contribution to the 
R2 was education, with the aged variable falling 
somewhere in the middle and the marital status 
variable being least contributory to the relat- 
ionship. 

In 1960, the results are similar but not so 
clear -cut. The degree of total prediction de- 
rived from the admissions rate relationship is 
particularly small, and very little meaningful 
information can be obtained from it. The educa- 

tional variable made a greater contribution to 

estimations of the admissions rate than it did 
to estimates of the average length of stay. The 
aged variable was reflected similarly, but the 
marital status variable was most important in 

its contribution to explaining the average 
length of stay and least important in terms of 
explaining the admissions rate. 

The empirical observations support the sug- 
gestion that economic constraints and the avail- 
ability of substitutes, as we have defined them, 
affect utilization by affecting the average 
length of stay. Apparently, the characteristics 
of the population which reflect physiological 
requirements for hospitals, such as age distri- 
bution,or perception of the need for care, such 
as educational level, operate by affecting the 

admissions rate, and, once the admissions rate 
is set, the other characteristics determine the 
actual duration of stay within a significant 
range. 

Some Implications 

The early results justify some tentative 
observations that might be of some interest. 
One, while the economic factors have a demon- 
strably strong effect, they are clearly not 
overridingly important. Indications are that 
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other factors are of considerable importance in 
determining utilization. Indeed, the economic 
circumstances demonstrate relatively little im- 
pact on the admissions rate as compared to other 
population characteristics. 

A second point relates to the existence of 
substitutes for hospitalization. Two of the 
variables measure to some degree the availability 
of substitutes for hospitalization. It might be 
suggested that the marital status variable rep- 
resents the existence of an individual to per- 
form hospital services outside the hospital, and 
the population crowdedness variable represents 
the existence of physical facilities outside the 
hospital for receiving this care. The behavior 
of these variables gives additional encourage- 
ment to the notion that utilization of general 
hospitals can be reduced by the provision of 
certain hospital -type services in other kinds of 
facilities. 

A third and final observation relates to the 
association between hospital utilization and the 
characteristics of the population as between 1950 
and 1960. There are many indications that the 
degree of association between the five influences 
as represented by the five characteristics was 
significantly less in the later period. This 
strongly suggests that either the organizational 
characteristics of medical care or other in- 
fluences within the population characteristics 
not included in the analysis have become more im- 
portant. In some earlier discussions of organi- 
zational characteristics it was hypothesized that 
the physician was the determining factor. The 
results of the research presented here suggest 
that there might be a considerable measure of 
truth in this a priori observation, since our 
ability to predict is poorest when dealing with 
the admissions rate. In addition, the degree 
to which the substitute measures were of import- 
ance might indicate that measures of substitutes 
for hospital facilities which reflect the exist- 
ence of other types of medical care facilities 
and which are subsumed under our category of or- 
ganization of medical care also should provide a 
fruitful area for further research. It is hoped 
that the observations presented here prove a 
stimulus to the conduct of research on this as- 
pect of utilization. 
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APPENDIX 1 

CORRELATION MATRIX FOR INDEPENDENT VARIABLES 

X2 

X3 

X4 

X7 

X8 

X9 

X10 

X11 

X12 

X1 

.78 

.75 

.52 

.16 

-.52 

-.08 

.05 

.68 

-.14 

-.25 

-.57 

X2 

-.91 

.52 

-.06 

-.35 

.20 

.12 

.78 

.53 

-.49 

-.49 

X3 

-.56 

-.02 

.37 

-.20 

-.16 

-.66 

-.52 

.66 

.50 

X4 

.44 

-.64 

-.39 

-.37 

.37 

-.07 

-.44 

-.42 

X5 

-.66 

-.32 

-.31 

-.03 

-.19 

-.46 

-.60 

1960 

X8 

-.19 

.57 

-.34 

-.09 

X9 

.40 

-.22 

-.51 

X10 

-.45 

-.35 

X11 X12 

.57 

.35 

.38 

-.47 

.13 

.33 

.78 

X7 

.79 

-.02 

.55 

-.22 

-.19 


